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History: From regression towards mediocrity to 
regression
• Galton, Francis. 1886. “Regression 

towards mediocrity in heredity stature”, 
The Journal of  the Anthropological Institute of  
Great Britain and Ireland Vol. 15 (1886), pp. 
246-263.

• Galton (Darwin’s cousin). Linking the 
height of descendants to that of 
ascendants (beans first, than men).

• Plots a regression line in order to 
represent the link and finds : 

(Descendant’s height-Mean descendents height) =2/3 * 
(Ascendant’s height-Mean ascendants height)

• This line is called : regression towards 
mediocrity line.



An inferential method

• Dependent variable : An interest variable that we try to 
– Explain

– Predict

– Also called “explained variable”

• With the values of other variables : the independent variables
– Also called “explanatory variables”





Linear regression with one linear variable
• Example: we try to explain height among adult males with age 

(Herpin, 2003)
– The dependent variable, height, is a numeric/continuous/quantitative 

variable
– The independent variable, age is also a continuous variable.

• We estimate the following linear relationship: 
height= a  + b. Age + error
Most common presentations: 

yi = a + b.xi + ui 
 or y = a + b.x + u

• We try to find the a and b that limit the most errors.



Ordinary least squares principles (OLS)
• In order to find a and b, we minimize the sum of the squared errors (i.e. “least square”), that 

is the sum of the squared deviation of predicted height from observed height.
• Analytical solutions when we have only one independent variable:

– b, it’s the mean variation of y (height) when x (age) moves by one unit
it’s the mean slope

– a, it’s the constant or intercept. It’s the height when x=0 (although we can calculate it, it 
may not correspond to a realistic situation)

• Ex : a= 180.89         b=  -0.136

b=
∑
i

(X i−X ).(Y i−Y )

∑
i

(X i−X )2
=
cov (X ,Y )
V (X )

a=Y−b . X



More on OLS parameters

• Parameters a and b are « means ». 
– a is the mean value of y when x=0
– b is the mean slope
– As for any mean, we can compute the mean’s standard deviation, which is the 

standard error.
• Parameter standard error (in the one independent variable regression)

With s, residuals standard deviation, 
that is the root square of the mean square residuals

s (b )=
s
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Graphical presentation



Call:
lm(formula = height ~ AGE, data = h30)

Residuals:
     Min       1Q   Median       3Q      Max 
-22.2028  -4.3392  -0.2937   4.3426  23.7517 

Coefficients:
             Estimate Std. Error t value Pr(>|t|)    
(Intercept) 180.88469    0.56798   318.5   <2e-16 ***
AGE          -0.13636    0.01026   -13.3   <2e-16 ***
---
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

Residual standard error: 6.72 on 1815 degrees of freedom
  (1965 observations deleted due to missingness)
Multiple R-squared:  0.08876, Adjusted R-squared:  0.08825 
F-statistic: 176.8 on 1 and 1815 DF,  p-value: < 2.2e-16



An indicator of model’s quality: R²

• Basic variance equation with OLS regressions

Variance of y (dependent variable)
= Variance of ŷ (prediction of y based on x) + Variance of u (error)

“Total variance”= “explained variance” + “residual variance”

• R² or « the share of variance explained »
– R²=explained variance / total variance
– Example: R²=8,8%



Parameters nullity test

• Is the slope b significant? Can we reasonably believe in the fact that the slope is 
negative… => Parameter test

• We need one supplementary hypothesis: We suppose that the error u follows a 
normal distribution

• Many possible tests. The most common is two-tailed nullity Student t-test
– H0 : b=0
– We try to “nullify” this hypothesis 

• Showing that the probability of a deviation to H0 as large as the empirical one measured is 
very small under H0 parameter.

– (b/standard error(b)) follows a Student’s t-test with n-1-k degrees of freedom (where k is the 
number of independent variables).

• Ex : b= -0.13    σb=0.01026         T= -0.13 /0.01026=-13.30  
Prob(stud > |T|)=2,93*10-39



Two variables regression: graphical 
representation

• y=b0+b1.x1+b2.x2+u



• We project the y on a plane/or a surface with k dimensions, 
– In a direction parallel to the y axis (or in a direction orthogonal to the xk plane) 
– Along this direction we try to find the plane that minimize the squared deviation of 

the observation y from its projection ŷ.

• Matrix formula : b=(X’X)-1.X’.y
• V(b)=σ². (X’.X)-1

Multiple regression: 
y=b0+b1.x1+b2.x2+… +bk.xk+u



Geometrical method or probabilistic method

• OLS: a geometrical approach of regression.
• Alternative method: Maximum likelihood

– Likelihood is the product of density functions

– We look for the parameter θ that maximizes this product.

• Very scary and complex. What should we take away ?
– In the linear case, there’s an equivalence between OLS and maximum likelihood. 

(So let’s go for OLS)
– In some non-linear cases (logit, probit), no geometrical solution => maximum 

likelihood (similar to OLS)



Interpretation: “everything being equal”

• bj   slope of the best plane in order to predict y.
• If the j independent variable in the regression increases by 

one unit while other variables are remaining constant, then 
the predicted variation of y is equal to bj  .

• Linearity: we add the effects of each independent variables
– Ex : one effect for age, one for corpulence, etc..
– A simultaneous variation in age by one unit and in corpulence 

by one unit is equal to the sum of the parameters of age and 
corpulence (b1+b2)



“Everything being equal” avoids the confounding 
variable problem

• When we measure the link between two variables, there might be a confounding 
variable
– The independent variable captures the effect of another more relevant variable to 

which it is correlated
– Example : Age and corpulence are very much correlated
– When we measure the impact of corpulence alone on height, it is strongly significant 

not because of corpulence but because of age to which it is correlated
• Regression enables to handle this problem …

– When we introduce the two variables, we are able to separate the role of the two factors. 
There’s « enough » observations where ages are equal and corpulence different and where 
corpulence are equal and age different in order to know what is due to each of the two 
variables.

– Reading: « when age is constant (or controlled), corpulence adds this ». « Corpulence 
being constant, age adds this ».



Example: age and corpulence on height
• Age and corpulence are correlated : 

r= 0.15327 (p<.0001)

• Corpulence alone has a negative effect on height: 
             Estimate Std. Error t value Pr(>|t|)    
(Intercept) 176.12183    1.18385   148.77  <.0001 ***
BMI          -0.09597    0.04559    -2.11  0.0354 *

• But is this an effect of corpulence or an effect of age to which it is tied ? 
              Estimate Std. Error t value Pr(>|t|)    
(Intercept) 181.086091   1.194750  151.57   <2e-16 ***
BMI          -0.007964   0.044122   -0.18    0.857    
AGE          -0.136030   0.010452  -13.01   <2e-16 ***

• Multivariate regression shows that this is due to the effect of age



Categorical independent variables

• How can we introduce categorical independent variables?
• Solution we transform each category of the categorical variable into a dichotomous 

one. We introduce all those dichotomous variables in the regression EXCEPT ONE.
• The omitted category in regression is the reference category. 

– The marginal effect of the reference category is 0. 
– In a model with only categorical variables, prediction for people in the reference category is the 

model’s constant

• Why do we omit a category? 
– Technical answer, variables would be tied. 

Ex : Male + Female = Constant
– Intuitive answer : it is like measuring the gaps between the rungs of a ladder : you can 

measure them only by fixing a reference rung.



Graph of a simple regression with just one 
categorical variable



Call:lm(formula = tailleb ~ corpulence + AGE + reg + cs6 + agediplo, data = h30)
Residuals:
     Min       1Q   Median       3Q      Max 
-21.7206  -4.3031  -0.2273   4.2869  23.7295 
Coefficients:
                    Estimate Std. Error t value Pr(>|t|)    
(Intercept)        180.95376    1.58089 114.463  < 2e-16 ***
BMI                  0.03759    0.04447   0.845 0.398155    
AGE                 -0.12285    0.01181 -10.405  < 2e-16 ***
reg1_Region Par.    -1.66781    1.01121  -1.649 0.099264 .  
reg2_Bassin Par     -0.19911    0.91467  -0.218 0.827701    
reg4_Est            -0.30088    0.87387  -0.344 0.730656    
reg5_Ouest          -2.17721    0.85792  -2.538 0.011244 *  
reg7_Sud-Ouest      -0.82433    0.85286  -0.967 0.333910    
reg8_Centre-Est     -1.02188    0.85475  -1.196 0.232042    
reg9_Mediterrannee  -0.29088    0.85576  -0.340 0.733965    
cs61Agriculteurs     1.19071    0.67426   1.766 0.077581 .  
cs62Arti-Comm        1.69546    0.59667   2.842 0.004543 ** 
cs63Cadres           2.15593    0.63808   3.379 0.000744 ***
cs64Prof. Int        0.40244    0.48029   0.838 0.402193    
cs65Employes         0.29687    0.55452   0.535 0.592467    
agediplo(12,13]     -2.95758    0.76759  -3.853 0.000121 ***
agediplo(13,15]     -1.21978    0.74028  -1.648 0.099591 .  
agediplo(15,17]     -1.77661    0.89606  -1.983 0.047562 *  
agediplo(17,19]     -0.61104    0.78522  -0.778 0.436568    
agediplo(19,22]     -0.62371    0.76311  -0.817 0.413861    
---
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Residual standard error: 6.543 on 1710 degrees of freedom
  (2052 observations deleted due to missingness)
Multiple R-squared:  0.146,Adjusted R-squared:  0.1365 
F-statistic: 15.38 on 19 and 1710 DF,  p-value: < 2.2e-16



How to choose the reference category?

• The choice of the reference category of one categorical variable does not modify 
the estimates for other categorical variables

• But changing the reference category of one categorical variable modifies the 
estimates for other categories of the same variable
– Parameter of manager is different if you use intermediates as reference category or unskilled 

blue collar
• Interpretation may be influenced by the choice of the categorical variable.

– A category in the middle diminish apparent significance
– An extreme category increases apparent significance

• In a treated versus control framework: set the control group as the reference 
category

• Otherwise: using the most common situation might be a good policy= avoid to 
construct monster as the reference category (ex : unqualified worker with PhDs)



Model with R

a<-lm(dependent~indep1+indep2, data=mydb)

summary(a)
Or eventually

a<-lm(mydb$dependent~mydb$indep1+mydb$indep2)

summary(a)

lm() stands for linear model 
Object a contains many things not displayed in the summary, predictions, residuals. 

Look inside
str(a)
Independent can be a quantitative numerical variable or categorical one (factor) : no 

need to compute the dichotomous variables.



Improve layout

library(texreg)

screenreg(list(m1,m2,m3))

htmlreg(list(m1,m2,m3),

             file="out.html")



Choosing reference category with R

If one introduces a “factor” type categorical variable in the regression with R, 
R chooses by default the first category (following the variable’s categorical 
order) as the reference category.

• A simple way of changing it : relevel

dat$myvar <- relevel(dat$myvar,ref="my category")



“Everything being equal” isn’t everything… 
Unobserved heterogeneity limit

• “Everything being equal” holds true only for variables used in the model! 
It is more an “All others variables being controlled”

• What if the suspected confounding variable is missing?
– True model is y=a+ b.x+  c.z   but z is missing.
– If x is correlated positively with z and y and z is missing and z positively correlated 

with x.
– We estimate y=a’+ b’.x
– What’s the relation between b and b’ ? 



“Everything being equal” isn’t everything… 
Unobserved heterogeneity limit

b’ > b

• b’ overestimates the true b

• b’ captures both the effect of x and that of z

• If c<0 than b’ underestimates the true b

• Worse, there can be a sign reversal.



Control variables. Virtues and limits

• Risk of unobserved heterogeneity ==> 
multiply control variables

• If x effect remains robust to 
introduction of many control variables 
==> believe in causal effects.
– Sequential models strategy 

• But risks “Control variables” could be
– Alternative proxy of x
– Antecedent
– Mediator (Mechanism)

• ==> Attenuate the effect of x on y



“Everything being equal” isn’t everything… 
Linearity limit

• We only measure average effects.
• We consider that those average effects can just be added. 
• For instance, in previous model, one supplementary year of age is the 

same for someone whose body mass index is of 20 or of 25. 
• Except in alternative specification (see further: next class), we don’t look 

for interactions: 
– If height increases with age for this category but decreases with age for other 

category, we won’t see it. We will only estimate the average age effect.
– Ex. If height decreases only with age for blue collars, but not for managers, we 

won’t see it in the regression. We will see only average effect on age and on blue 
collar variable.



What to read in a regression ?

• Quality of the model 
– The R-square

• Capacity for the model to reproduce reality

• Increases with the number of variables
– To avoid this problem: adjusted R-Square

• R-square might be very high with trivial correlations (ex.: vote and political positioning) 

– F test
• Tests the global validity of the model (almost always significant)



What to read in a regression ?

• The models parameters b
– b (or β): the value of your link

• Sign tells you about the direction of the effect
• Value tells about the magnitude of an effect
• Value depends on the scale. If the variable is age is 

calculated in months instead of years b is divided by 12. 
• For categorical variable, depends on the reference 

category



What to read in a regression ?

• The models parameters s
– (s(b) or s or sometimes σ): the precision of your link

• Indicator of the dispersion of your b parameter
• Enables to compute Student’s t (=b/s), p-value and ***
• Enables to compute confidence interval of your b parameter

– The 95% confidence interval of your b in the full population

[b-1.96*s, b+1.96*s] (when n>30)



What to read in a regression?

• Significance: T-test, p-value and ***
– R default * for p-values: *** p<0.001, ** p<0.01, * p<0.05, ·p<0.1
– Most common thresholds: 

• *** p<0.001, ** p<0.01, * p<0.05
• *** p<0.01, ** p<0.05, * p<0.1 

– Measure how much you can trust an effect
– Often researchers mainly interested just by ± (parameters’ sign) and *** 



What to read in a regression?

• Limitation of ****
– * make a huge qualitative difference between p=0.099 and p=0.101
– Sensitive to the number of observations. p-values decrease (and significance 

increase) proportionally to √n 
– Sensitive to strong auto-correlation of the independent variables. Might kill 

significance.
– Sensitive to the choice of the reference category
– Depends on the number of variables for describing the phenomenon



What to read in a regression?

• Other possible statistics and figures

• Number of observations (extremely important)
– Not displayed, but in the R object

– DF=n-k-1 where k number of variables (-1 holds for the constant) 

• Sum of squares

• Residuals

• Predicted values



Comparing the effect of two independent 
variables

• Comparing significance
– Might inform when one variable is significant and the other is not
– But significance is about how much you can trust there’s an impact, 

not about intensity

• Comparing directly the parameters
– For instance categorical variable

• Belonging to this group influences more y than belonging to that one.

– Continuous variable if scales are comparable
– But if scales are not comparable



Comparing the effect of two independent 
variables (2)

• Standardization might be the solution
– Standardization consists in dividing a variable by its standard deviation
– Regression can be y or x standardized or both.
– The new unit is the sd. One sd of x1 increases y by b1 sd of y

• Sometimes debatable
– Magnitude more difficult to grasp

• Earnings increase by 100 $ or by 10% or by 0.1 standard deviation

– Especially for categorical variables
• “A standard deviation of male” impacts by b * a standard deviation of earning



Example
> reg<-lm(tailleb~corpulence+AGE,data=h30)
> summary(reg)
Coefficients:
              Estimate Std. Error t value Pr(>|t|)    
(Intercept) 181.086091   1.194750  151.57   <2e-16 ***
corpulence   -0.007964   0.044122   -0.18    0.857    
AGE          -0.136030   0.010452  -13.01   <2e-16 ***
---
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

> sd(h30$corpulence,na.rm=TRUE)
[1] 3.632575
> sd(h30$AGE,na.rm=TRUE)
[1] 14.69266
 
> h30$corpulence_std<-h30$corpulence/sd(h30$corpulence,na.rm=TRUE)
> h30$AGE_std<-h30$AGE/sd(h30$AGE,na.rm=TRUE)
 
> reg<-lm(tailleb~corpulence_std+AGE_std,data=h30)
> summary(reg)
Coefficients:
                Estimate Std. Error t value Pr(>|t|)    
(Intercept)    181.08609    1.19475  151.57   <2e-16 ***
corpulence_std  -0.02893    0.16028   -0.18    0.857    
AGE_std         -1.99864    0.15357  -13.01   <2e-16 ***
---
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1



Example (Godechot, 2016)



  

Regression hypotheses, limits and solutions



OLS 6 hypotheses

• 1. Linearity
• 2. Full rank Matrix and absence of auto-correlation between 

independent variables
• 3. Homeoskedasticity
• 4. Absence of auto-correlation of residuals
• 5. Gaussian normal residuals
• 6. Absence of correlation between independent variables and 

the residual in the theoretical model.



1. Linearity

• Is the relation between the variables really the following form ?
y=0+1.x1+2.x2+…+k.xk+u

• But linear models are very flexible
– Transforming dependent variable

• Log, Asinh, etc.
– Transforming independent variable

• Log, Square, Cubic, etc.
• Prediction of y* can go beyond y variations

– y is a proportion
– y is a duration 
– y is a grade
– y is a count variable 

• Linear model is not necessarily the most adapted



  

Handling non linearity
• Introduce a quadratic function

– Ex: height=b0+b1.age+b2.age²+… +u

– Optimum of age: -b1/(2.b2)

• Introduce interaction

– Ex : height=b0+b1.age+b2.manager+b3.manager*age+… +u

• Use a log dependent variable transforms a linear model into a multiplicative one

– Ex: log(height)=b0+b1.age+b2.age²+… +u

 height=exp(b0+b1.age+b2.age²+… +u)
 height=exp(b0)*exp(b1.age)*exp(b2.age²)*…* exp(u)



  

Reading interactions

• Marginal effects reading
– Main effect manager : + 1.4* cm
– Main effect master : + 2.1* cm
– Interacted effect : + 0.5 cm

• Shows whether there’s a significant interaction effect

• Reconstitute all the cases
– Non manager w/o master 173.1 cm
– Non manager with master 173.1+2.1=175.2 cm
– Manager w/o master: 173.1+1.4=174.5
– Manager with master: 173.1+1.4+2.1+0.5=177.1 cm

  

===========================
                Model 1    
---------------------------
(Intercept)      173.05 ***
                  (0.18)   
manager            1.40 *  
                  (0.62)   
master             2.09 *  
                  (0.90)   
manager:master     0.51    
                  (1.20)   
---------------------------
R^2                0.03    
Adj. R^2           0.03    
Num. obs.       1813       
===========================
*** p < 0.001; ** p < 0.01; * p < 
0.05



2. Full rank matrix and absence of 
autocorrelation variables

• Full rank matrice: 
– An independent variable xk cannot be a linear combination of other independent 

variables (including intercept)
– x3=3*x2+2*x1 => We can’t estimate x3 . 
– Reason for the exclusion of the reference category for qualitative variables 

Female = 1 – Male =Intercept – Male
– The software will not estimate the variable and will tell it’s a linear combination

• Variables autocorrelation
– We are getting close to linear combination without being there fait
– Parameter instability



  

Handling multicolinearity

• Multicolinearity of independent variables (strong : |r|>0,9) 
– VIF :  Variance inflation factor>10 
– Parameter instability (especially standard-errors).

• Solution : 
– Introduce only one of the two correlated variables 
– Use an index 
– Conduct a PCA and use the first axis.



3. Homeoskedasticity and 4. absence residual 
autocorrelation

• Homeoskeadastiticite. 
– All errors ui  have the same variance ². 

– Var[ui |x1,…, xk ]= ²

• Absence of residuals auto-correlation
– Residuals ui are not correlated with residuals uk

– Cov[ui , uk | x1,…, xk ]= 

• Combination of the two criteria
– Var[u]= ².I



  

Handling heteroskedasticity and residual 
autocorrelation

• Heteroskedasticity (unstability of residual of variance)
– Unstability of parameters

• Solution: 
– Change the definition of the dependent variable: turn into log…
– Other methods of estimation: Generalized least squares, Weighted least squares
– Robust standard errors

• Autocorrelation of residuals
– => Bad estimation of parameters standard errors

• Solution
– Cluster robust standard errors



5. Gaussian normal residuals

• Residual ui follows a normal probability law with a null average and ² 
variance

• This hypothesis is not compulsory but enables to calculate confidence 
intervals  and to test parameters
y =b0+b1.x1+u

y*=b0+bx1y - u 
by –b0 – ux1

If u is normal, the prediction y* and the parameter b also follows a normal law. 
Hence, we can calculate parameters for y* and the parameter b thanks to the properties 

of Gaussian law.
• But the normal law might not be the best fit… 



6. Exogeneity of independent variables

• Independent variables are not tied to the residuals (in the 
theoretical model). 

• E(ui | x1,…, xk ) = 0 ou Cov(xk, ui) = 0
• If that’s not the case, we speak of endogeneity
• => Lecture on instrumental variables



OLS and logistic regressions



  

OLS and logistic regressions

• We can use OLS for qualitative 
variables

• Example : the role of size on the fact 
of living in couple

• Bur risk of predicting probabilities <0 
or >1

• For example in the equation, a man of  
3m20 has a probability of 1,01 of being 
in a couple… 

• While man of 3m20 don’t exist (yet), 
calculating a probability > 1 is for some 
a great outrage.



  

Solution: use the logistic function
• We don’t estimate a straight line
• … but a curve bound between 0 and 1 : it’s the logistic function

• P(yi=1)=1/[1+exp[-(b0+b1X1+… +bnXn + ui)]]



  



  

With R

mod <-  glm(dependent~explicat1+explicat2,
data=baz,
family = binomial)

summary(mod)

screenreg(mod)



  

Finding the probability from the score
• Classical method: one unit variation from the reference situation.

– probability of being in couple for an individual in reference group: 
b0=Intercept = 2,11
P(yi=1 | ref)=1/[1+exp[-(b0)]]=1/[1+exp[-(2,11)]]=89%

– probability of being in couple when one is short (in contrast to the reference group): 
b1=-0,55
P(yi=1 | X1 )=1/[1+exp [-(b0+b1X1)]]
           =1/[1+exp[-(2,11-0,55)]]=82%

– Marginal effect: 
ΔP=P(yi=1 | X1 ) - P(yi=1 | ref)
82%-89%=-7%

– The fact of being short decreases by 7 percentage point the probability of being in 
couple.



  

Logistic regression vs OLS 
What’s the difference?

• Estimation: a little more complex
– Rather than geometrical matrix projection, using maximum likelihood methods
– No simple analytical solution  use of an algorithm. 

• Reading: coefficients more « abstract »
– One can compute marginal percentage
– … But you cannot add up different marginal percentages 

• Regression quality indicators are less consensual
– Can’t compute R2
– Several alternative notions, like pseudo-R2 or Sommer’s D2 , etc. They are not 

unanimous !
• Test is a chi2 test rather than a student one, but you can read p-value exactly the 

same 
• Similar reading of coefficients and standard errors. 



  

Regression logistic vs OLS : the debate
• Two limits with logistic regressions: 

– The parameters are not comparable from one regression to another
• Mood, 2010, “Logistic Regression: Why We Cannot Do What We Think We Can Do, 

and What We Can Do About It”, Eur. Soc. Rev.
• Solution: transforming parameters. Two available techniques 

– Y standardization
– Average marginal effect

– Marginal effects cannot be calculated directly when there’s some interactions
• Ai and al., 2003, « Interaction terms in logit and probit models », Ec. Let.

• The return of linear probability models(OLS)
• Need for correcting for heteroskedasticity with robust standard-errors.



  

Y standardization

• Residual default variance in logistic regression is constant and equal to (π2)/3 
(=3.29)

• Formula 
– Divide parameters (coefficient) with a standard deviation parameter which is the sum of 1) 

standard-deviation of logit predictions and 2) assumed standard deviation of logistic regression 

– sd(Y*)=sd(Σib0+b1x1+…+bkxk) + √π2/3

• Sous R
logit<-glm(expliquee~explicat1+explicat2, data=baz,family = binomial)
sdYstar<-sd(logit$linear.predictors)+((pi**2)/3)**0.5
logit$coefficients/ sdYstar

• Simulations does not seem very robust solutions. Precise meaning of parameters 
less clear.



  

Average marginal effect

• We calculate instead the average marginal effect, i.e. the mean (all along x distribution) of an 
epsilon variation.

• Formula
– bAME=Σi b f  (b.xi) / n

• Where f  is the density function of the logistic law and F its cumulative distributive function
•

 f  (b.xi) = exp (b.xi)/[1+exp (b.xi)]²

 = [1/[1+exp (-b.xi)]].[1-[1/[1+exp (-b.xi)]]]
              = F(b.xi)*[1-F(b.xi)]

• Sous R
logit<-glm(expliquee~explicat1+explicat2, data=baz,family = binomial)
AME = logit$coefficient*((1/length(logit$fitted.values))*sum(logit$fitted.values*(1-logit$fitted.values))) 
AME

• Result is robust and very close from that obtained with OLS. You can interpret directly as 
difference in probability



  

Other functional forms



Non-linear models 

• Dependent variable 
– Binary  => Logistic / probit regressions

– Ordered variable => Logistic / probit ordered regressions

– Categorical => Multinomial regressions

– Duration => Duration models: Cox, Weibull, etc.

– Count variable => Poisson models

– Non Gaussian linear form (like wage, wealth) => log-normal regressions



Ordered logistic regression
• « Given the work you furnish, would you say that you are : 1. Very well payed, 2. Rather well payed, 3. Normally payed, 4. Rather badly payed, 5. 

Very badly payed? » (Exemple : Godechot, Gurgand, 2000)
Ordered Value  _PAYE     Count
      1  1            30
      2  2           240
      3  3          1166
      4  4           844
      5  5           196
     Parameter    Standard       Wald          Pr >       Standardized    Variable
Variable    DF     Estimate      Error     Chi-Square    Chi-Square      Estimate
INTERCP1    1       -1.6842      0.6215        7.3425        0.0067               .
INTERCP2    1       -0.5761      0.6184        0.8679        0.3515               . 
INTERCP3    1        1.0095      0.6184        2.6649        0.1026               .
INTERCP4    1        2.3776      0.6197       14.7203        0.0001               . 
SEXE1       1        0.2385      0.8832        0.0729        0.7872        0.119217

Intercept 1: Very well rather than well, normally, badly payed and very badly payed
Intercept 2: Very well, well, rather than normally, badly payed and very badly payed
Intercept 3: Very well, well, normally, rather than badly payed and very badly payed
Intercept 4: Very well, well, normally, badly payed rather than very badly payed



Ordered Regression with R

• Function polr in MASS library
– library(MASS)

– reg <- polr(Sat ~ Sex + Type + Cont, method="logistic", data=aa)



Multinomial regression / Coulangeon (2003)



Multinomial Regression 

• One compares the probability of being in a category rather than being in 
the reference category. 

• One variable’s effect (gender, age…) differs depending on the category on 
which they apply

• With R : function multinom
regm <- multinom(class~sexe+diplom, data=aa)



Duration model

• Examples
– Godechot, Louvet (2010). Time for PhD to become PhD adviser. 
– Baudelot et al. (2016). Time for people to get kidney transplants

• Problem
– Problem: for some people we can observe the whole process. 

– For others we can’t

– Censorship effect: Can we observe the event? Yes, No. 

– If no, this does not mean the event will not happen. 







Cox models

• Probability of observing an event conditionally to the duration of 
observation

• With R
library(survival)

result <- survreg(Surv(y,y>0,type='left') ~ x + z, dist='gaussian')
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